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Abstract

We report on a search for Standard Model (SM) electroweak single-top-quark production using

W + 2 jets events in pp̄ collisions at a center-of-mass energy of 1.96 TeV. Using a data sample of

(162 ± 10) pb−1 recorded by the upgraded Collider Detector at Fermilab (CDF) we search for a

signal of t-channel (Wg-fusion) and s-channel (W ∗) single-top production as well as a combined

signal of the two processes. We find no evidence of a single-top-quark signal and thus set upper

limits on the production cross section: 10.1 pb (5.1 times the SM prediction) for the t-channel,

13.6 pb (15.4 times the SM prediction) for the s-channel and 17.8 pb (6.2 times the SM prediction)

for the combined cross-section of t- and s-channel.

PACS numbers: 14.65.Ha, 12.15.Ji, 13.85.Rm, 87.18.Sn
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In pp̄ collisions at 1.96 TeV top quarks are predominantly produced in pairs via strong in-

teraction processes. However, within the Standard Model (SM) top quarks are also expected

to be produced singly by the electroweak interaction involving a W -t-b vertex [1, 2]. For the

Tevatron two production modes are relevant: production via the t- or s-channel exchange of

a virtualW -boson, also referred to asWg-fusion orW ∗ process, respectively. Representative

Feynman diagrams are shown in Fig. 1. The measurement of single-top events is particu-

larly interesting because the production cross-section is proportional to |Vtb|2, where Vtb is

the Cabibbo-Kobayashi-Maskawa (CKM) matrix element which relates top- and bottom-

quarks. Assuming three quark generations, the unitarity of the CKM matrix implies that

Vtb is close to unity [3]. In this assumption (|Vtb| = 1), the most recent next-to-leading order

calculations predict cross-sections of (1.98± 0.25) pb for the t-channel and (0.88± 0.11) pb

for the s-channel mode at
√
s = 1.96 TeV [4, 5] (The cross-section uncertainties include

PDF, top-quark mass and factorization scale uncertainties.). When related to these predic-

tions, a measurement of the single-top cross-section would allow to directly measure |Vtb|.
If there are more than three generations, Vtb is essentially unconstrained by theory, and

measuring the single-top cross-section represents the only window for directly probing the

W -t-b coupling. Furthermore, single-top searches test various models which predict anoma-

lously altered single-top production rates [6]. Using Tevatron Run I data taken in 1992 –

1995 the CDF collaboration reported upper limits on the production cross-section for single

top events at 95% confidence level (C.L.): 13 pb for the t-channel (i.e. 9.0 times the SM

prediction at
√
s = 1.8 TeV), 18 pb for the s-channel (i.e. 23.7 times the SM prediction at

√
s = 1.8 TeV) and 14 pb for the combined cross-section (6.4 times the SM prediction) [7].
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FIG. 1: Feynman diagrams for single-top production: a) t-channel (Wg), b) s-channel (W*).
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A more recent, optimized single-top search for the combined s- and t-channels found a small

signal excess and a 95% C.L. limit of 24 pb [8]. The D0/ collaboration has published upper

limits on single-top production in Run I of 22 pb on the t-channel and 17 pb on the s-channel

mode at 95% C.L. [9].

The experimental signature of single-top events consists of the W decay products plus

two or three jets, including one b-quark jet from the decay of the top quark. To suppress

QCD multi-jet background we select only the decays W → µνµ and W → eνe. We do not

specifically consider the W → τντ channel because of the large background associated with

the hadronic decays of τ leptons. In s-channel (W ∗) events we expect a second b-quark jet

from the W -t-b vertex. In t-channel (Wg-fusion) events a second jet originates from the

recoiling light quark and a third jet is produced through the splitting of the initial-state

gluon into a bb̄ pair, see Fig. 1. In most cases this second b-quark jet escapes detection, since

it is produced at high values of pseudo-rapidity,|η|, and low transverse energy, ET .

This article describes a search for electroweak single-top-quark production using a data

sample from Run II of the Tevatron with the upgraded Collider Detector at Fermilab (CDF

II). The data sample corresponds to an integrated luminosity of (162±10) pb−1. We perform

two analysis: (1) a combined search, where we combine t- and s-channel to one single-top

signal, (2) a separate search, where we try to determine the signal rate for the two single-

top processes individually. Since the two single-top production modes have very different

sensitivity to physics processes beyond the SM, it is important to isolate events of the

two processes and measure the respective cross-sections separately [6]. This motivates the

t-channel search.

The CDF II experiment is an azimuthally and forward-backward symmetric apparatus

designed to study pp̄ collisions at the Tevatron [10]. The inner part of CDF is dedicated

to reconstruct the trajectories of charged particles and measure their momenta. The entire

tracking volume is immersed into a solenoidal magnetic field of | ~B| = 1.4 T. A silicon

microstrip detector provides tracking over the radial range of 1.5 to 28 cm. A 3.1 m long

open-cell drift chamber covers the radial range from 40 to 137 cm. The silicon detector

fully covers the pseudo-rapidity region of |η| ≤ 2.0, the drift chamber provides coverage

up to |η| ' 1.0. Segmented electromagnetic and hadronic sampling calorimeters surround

the tracking system and measure the energy flow of interacting particles in the pseudo-

rapidity range of |η| ≤ 3.6. This analysis uses the calorimeters to identify jets in the range

3



of |η| ≤ 2.8. A set of drift chambers located outside the central hadron calorimeters and

another set behind a 60 cm iron shield detect energy deposition from muon candidates with

|η| ≤ 0.6. Additional drift chambers and scintillation counters detect muons in the region

0.6 ≤ |η| ≤ 1.0. Gas Cerenkov counters located in the 3.7 ≤ |η| ≤ 4.7 region measure

the average number of inelastic pp̄ collisions per bunch crossing and thereby determine the

instantaneous luminosity [11].

Our event pre-selection resembles very closely the selection used in the CDF measurement

of the tt̄ cross-section in the lepton+jets channel [12]. We accept events with evidence for

a leptonic W decay: an isolated central electron or muon candidate with transverse energy

ET > 20 GeV or transverse momentum pT > 20 GeV/c, respectively, and missing transverse

energy ET/ > 20 GeV from the neutrino. An electron or muon is considered isolated if

the non-lepton ET in an η-φ cone of radius 0.4 centered on the lepton is less than 10% of

the lepton ET or pT . Muons and electrons are required to meet strict (tight) identification

criteria. To remove di-lepton events from tt̄-production and leptonic Z-boson decays, we

accept only events with one and only one tight lepton. In addition, we veto events, if we find

a second, loosely identified lepton candidate, that forms an invariant mass with the primary

lepton between 76 < M`` < 106 GeV/c2. Events in which the tight muon is consistent

with a cosmic ray passing through the detector are rejected. Moreover, we veto electron

events that are compatible with being conversions of high-ET photons. We count jets with

transverse energy ET ≥ 15 GeV and |η| ≤ 2.8. The pseudo-rapidity range deviates from

the standard jet counting applied in the tt̄ cross-section measurement in the lepton+jets

channel (|η| ≤ 2.0), in order to increase the acceptance for t-channel single-top events by

roughly 30%. Based on this jet definition the largest signal fraction is contained in the

W + 2 jets bin and we obtain the best signal-to-background ratio if we restrict our analysis

toW+2 jets events. At least one of these jets must be identified as likely to contain a b-quark

(b-tag). The b-tagging relies on the reconstruction of displaced secondary vertices with the

silicon microstrip detector. Secondary vertices with a transverse decay length significance

(∆Lxy/σxy) above 3 are accepted as a b-tag for jets. For consistency we require that the

charged lepton z0 is within a window of 5 cm around the primary vertex used for b-tagging.

To further suppress background and improve our sensitivity, we apply a cut on the re-

constructed invariant mass M`νb of the charged lepton, the neutrino and the b-quark jet:

140 ≤ M`νb ≤ 210 GeV/c2. Fig. 3a shows the M`νb distribution for Monte Carlo samples
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TABLE I: Event detection efficiencies for single-top separate and combined search.

Event detection efficiency in %

Process Combined Search Separate Search

1-tag-bin double-tag-bin

t-channel 0.89 ± 0.07 0.86 ± 0.07 0.007 ± 0.002

s-channel 1.06 ± 0.08 0.78 ± 0.06 0.23 ± 0.02

and the mass window cut which was optimized at the 5 GeV level. For top-quark events this

quantity resembles the top-quark mass. The transverse momentum of the neutrino is set

equal to the missing transverse energy vector ~E/T ; the longitudinal component pz(ν) is ob-

tained up to a two-fold ambiguity from the constraint M`ν = MW . Out of the two solutions

we pick the more central (lower |η| value) one. If the pz(ν) solution has non-zero imaginary

part as a consequence of resolution effects in measuring jet energies, we use only the real

part of pz(ν). If there are two b-tagged jets in an event, we pick the b-jet that has maximum

Q · η to be used for top-quark reconstruction. Here Q is the charge of the tight lepton in

units of the elementary charge e and η is the pseudo-rapidity of the b-jet. For the separate

search only, we apply two additional cuts: (1) we subdivide the sample into events with one

and only one b-tagged jet (1-tag-bin) and exactly two b-tagged jets (double-tag-bin); (2) for

the 1-tag-bin we impose a higher threshold requirement on the leading (highest transverse

energy) jet and require ET (jet 1) ≥ 30 GeV.

We determine the total event detection efficiency εevt for the signal from events gen-

erated by the MadEvent Monte Carlo program [13], followed by parton showering using

PYTHIA [14] and then subjected to a full CDF II detector simulation. For t-channel single-

top production we generated two samples, one b + q → t + q′ and one g + q → t + b̄ + q′

which we merged together to reproduce the pT spectrum of the b̄ as expected from NLO

differential cross-section calculations. This is an improved model compared to the Pythia

modelling used in the Run I analyses. εevt includes the kinematic acceptance, branching

ratios, lepton and b-jet identification as well as trigger efficiencies. The numerical values

of εevt for signal events are given in Tab. I. The acceptances for the separate search il-

lustrate that the division into two b-tag-bins yields an additional distinction between the

two single-top production processes. The largest contribution to the acceptance uncertainty
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comes from the b-jet identification efficiency with a relative uncertainty of 7%. Combining

these acceptances with the cross-sections predicted by theory and the integrated luminosity

of our data sample we expect to see 4.3 ± 0.6 signal events in the combined search (t-

plus s-channel) and 2.7 ± 0.4 t-channel events in the 1-tag-bin of the separate search. The

number of expected signal events is summarized in Tab. II.

We distinguish two background components: tt̄ events and non-top background. We

estimate the tt̄ background based on events generated with Pythia [14], normalizing to the

theoretically predicted cross-section of σ(tt̄) = 6.70+0.71
−0.88 pb [15]. The resulting number of

expected tt̄ events are given in Tab. II; the uncertainties include theoretical and acceptance

contributions. The non-top background consists of several components. The primary source

(≈ 62%) are the W+heavy flavor processes q̄q′ → Wg with g → bb̄ or g → cc̄ and gq → Wc.

Additional sources are “mistags” (≈ 25%), in which a light-quark jet is erroneously identified

as heavy flavor, “non-W”(≈ 10%), e.g. direct bb̄ production, and di-boson production

(≈ 3%), which includes WW , WZ and ZZ production. The mistag and non-W rates are

estimated using CDF II data. The W+heavy flavor rates are extracted from Alpgen [16]

Monte Carlo events normalized to data and the di-boson rates from Monte Carlo normalized

to theory predictions [17]. The total non-top background expectation is 30.0 ± 5.8 for the

combined t- and s-channel search and 23.3±4.6 for the separate search (1-tag-bin only). The

expectations of signal and background rates are summarized in Table II. After all selection

cuts we observe 42 events for the combined search, 33 events in the 1-tag-bin and 6 events

in the double-tag-bin of the separate search. Within the errors the observations are in good

agreement with expectations.

To extract the signal content in the two samples of candidate events we use a maximum

likelihood technique for both the separate and the combined t- plus s-channel search. In

the following paragraph we will describe the likelihood function for the separate search; the

combined search uses an analogous definition. The most prominent difference in kinematics

between t- and s-channel events occurs in the variable Q · η, where Q is the charge of

the tight lepton in the event, essentially tagging the flavor of the top quark, and η is the

pseudo-rapidity of the jet which is not identified as a b-quark jet. The Q · η distribution

exhibits a distinct asymmetry for t-channel events, while it is rather symmetric for other

processes, as can be seen in Fig. 2a. In Fig. 2b we show the data versus stacked Monte

Carlo templates weighted by the number of expected events. The separate search defines a
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TABLE II: Expected number of signal and background events passing all selection cuts in theW+2

jets data sample for (162± 10) pb−1 of CDF II data, compared with observations.

Process N events in combined search N events in separate search

1-b-tag-bin double-tag-bin

tt̄ (σ = 6.70+0.71
−0.88 pb) 3.8± 0.9 3.2± 0.7 0.60± 0.14

non-top 30.0± 5.8 23.3± 4.6 2.59± 0.71

Sum Background 33.8± 5.9 26.5± 4.7 3.19± 0.72

t-channel (σ = 1.98± 0.26 pb) 2.8± 0.5 2.7± 0.4 0.02± 0.01

s-channel (σ = 0.88± 0.11 pb) 1.5± 0.2 1.1± 0.2 0.32± 0.05

Sum Single-Top 4.3± 0.5 3.8± 0.5 0.34± 0.05

Sum Expected 38.1± 5.9 30.3± 4.7 3.53± 0.72

Observed 42 33 6

a) b)

η •Q 
-3 -2 -1 0 1 2 3

E
n

tr
ie

s 
n

o
rm

. t
o

 u
n

it
 a

re
a 

 

0
0.02
0.04
0.06
0.08

0.1
0.12
0.14
0.16
0.18

0.2
0.22
0.24

 

t-channel
s-channel
tt

non-top

CDF Run II preliminary
 

Entries  33

η •Q 
-3 -2 -1 0 1 2 3

E
ve

n
ts

 p
er

 0
.4

 u
n

it
s

0

2

4

6

8

10

Entries  33Entries  33

η •Q 
-3 -2 -1 0 1 2 3

E
ve

n
ts

 p
er

 0
.4

 u
n

it
s

0

2

4

6

8

10
Data
t-channel
s-channel
ttbar
non-top

 
CDF Run II Preliminary

-1 L dt = 162 pb∫
Data versus SM expectation

FIG. 2: Q · η distributions. a) Monte Carlo templates normalized to unit area. b) data in the

1-b-tag-bin (33 events) versus stacked Monte Carlo templates normalized to the SM expectation.

joint binned maximum likelihood for the Q · η distribution in the 1-tag-bin and the number

of events in the double-tag-bin. Four signal and background processes are considered and

numbered by the index j: j = 1: t-channel, j = 2: s-channel, j = 3: tt̄ and j = 4: non-

top. The cross-sections σj enter as normalized parameters βj = σj/σSM,j in the likelihood
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TABLE III: Systematic acceptance uncertainties εij+ and εij− for t- and s-channel single-top, the

combined signal and the backgrounds.

Separate Search Combined Search

No. Source t-channel s-channel t- and s-channel

1 Jet energy scale +2.4
−6.7%

+0.4
−3.1%

+0.1
−4.3%

2 ISR ±1.0% ±0.6% ±1.0%

3 FSR ±2.2% ±5.3% ±2.6%

4 PDF ±4.4% ±2.5% ±3.8%

5 Generator ±5% ±2% ±3%

6 Top quark mass +0.7
−6.9% -2.3% -4.4%

7 εtrig, εID, luminosity ±9.8% ±9.8% ±9.8%

function. The normalization is with respect to the Standard Model expectation σSM,j . The

βj of the backgrounds are constrained by Gaussian priors G(βj, 1.0,∆j). The cross-section

uncertainties ∆j are 13% for the two single-top processes, ∆3 = 23% for tt̄ and ∆4 = 20%

for the non-top background. Systematic uncertainties are parametrized and included in the

likelihood definition. Seven categories of uncertainties are considered: (1) jet energy scale,

(2) initial state radiation, (3) final state radiation, (4) parton distribution functions, (5)

the choice of Monte Carlo generator, (6) the top quark mass, (7) trigger and identification

efficiencies and the luminosity. The relative strength of a systematic effect due to the source

i is parameterized by the variable δi. Systematic effects influence the acceptance as well as

the shape of the Q · η distribution. The ±1σ changes in the acceptance of process j due an

effect i are denoted by εij+ and εij−; the numerical values of those parameters for the signal

processes are given in Tab. III. The jet energy scale systematics is evaluated by applying

energy corrections that describe ±1-σ variations. ISR and FSR uncertainties are obtained

from Monte Carlo samples where these effects were varied in Pythia showering such, that

they represent ±1-σ shifts. For the PDF uncertainty we checked several PDF sets and take

the maximum deviation (MRST72) from our standard PDF set (CTEQ5L). The uncertainty

associated with the choice of Monte Carlo generator we estimate by comparing to samples

generated with TopRex [18]. We take half the difference between the acceptances calculated
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from the MadEvent and the TopRex samples and assign this as a symmetric error. The

uncertainties for jet energy scale and top-quark mass show clear asymmetries for positive

and negative fluctuations. Those are a result of two window cuts we apply: (1) we use only

the 2-jets bin in the W+jets spectrum and (2) we demand 140 ≤ M`νb ≤ 210 GeV/c2, see

Fig. 3a. Most shifts, positive as well as negative, tend to lower our acceptance because events

are shifted out of these windows. For backgrounds most of the systematic uncertainties are

absorbed into the cross-section (or rate) uncertainties ∆j. Two major uncertainties are taken

separately into account for the backgrounds: jet energy scale and top quark mass. For tt̄

the uncertainties are +25
−20% for jet energy scale and ±4.4% for the top mass. For the non-top

background we use an uncertainty of ±15.1% for the jet energy scale in the separate search

and +10.1
−12.7% in the combined search. In total, the likelihood function L has 11 variables and

is given by

Ls(β1, ... , β4; δ1, ... , δ7) =

{

B
∏

k=1

e−µk · µnk

k

nk!

}

· e
−µd · µnd

d

nd!

·
4

∏

j=1, j 6=s

G(βj, 1.0,∆j) ·
7

∏

i=1

G(δi, 0, 1)

where s denotes the signal process, which is s− or t-channel, respectively. The µk are the

mean number of events in bin k of the Q · η histogram, µd is the mean number of events in

the double-tag bin. All variables except the signal cross-section βs are considered nuisance

parameters and are constrained to their expected values by Gaussian functions G(x, x0, σx).

The parameters µk and µd are defined as follows:

µk =
4

∑

j=1

βj · νj1 ·
{

7
∏

i=1

(1 + |δi| · (εji+H(δi) + εji−H(−δi)))
}

·αjk ·
{

6
∏

i=1

(1 + |δi| · (κjik+H(δi) + κjik−H(−δi)))
}

µd =
4

∑

j=1

βj · νjd ·
{

7
∏

i=1

(1 + |δi| · (εji+H(δi) + εji−H(−δi)))
}

.

Her νj1 are the acceptances for process j in the 1-tag-bin. νjd is the acceptance in the

double-tag-bin. The αjk are the normalized template histograms, where j is the index of

the process and k the bin number. The κjik+/− are relative ±1σ changes in the template
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FIG. 3: a) M`νb distribution templates for Monte Carlo events. We show the optimized mass

window cut. b) HT distribution for data compared to the expectation.

histograms due to the systematic uncertainty i. H denotes the Heaviside function, needed

to incorporate asymmetric errors. Systematic source number 7 comprises uncertainties due

to the trigger efficiency, lepton identification efficieny, b-tagging efficiency and luminosity

measurement, which are added in quadrature and define εj7. Since all these uncertainties

contribute only to the normalization (the number of expected events), they do not change

the template distribution and the κj7k are zero.

To measure the combined t- plus s-channel signal in our data (combined search), we use

a kinematic variable whose distribution is very similar for the two single-top processes, but

is different for background processes: the scalar sum HT of ET/ and the transverse energies

of the lepton and all jets in the event. For the combined analysis we use an analogous

likelihood function as for the separate search. One difference is that in the combined search

the HT distributions were smoothed and yielded multi-bin histograms. The HT distribution

observed in data versus the SM expectation is shown in Fig. 3b.

To obtain the probability distribution p(βs) for the signal cross-section βs, we first inte-

grate out all nuisance parameters (i.e. all variables except βs) from the likelihood function

Ls(β1, ... , β4; δ1, ... , δ7) and thereby construct the marginalized likelihood L∗
s(βs), which only

depends on the signal cross-section βs. When calculating the marginalized likelihood for

the t-channel, the s-channel is treated as background and vice versa. L∗
s(βs) is normalized
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FIG. 4: Probability densities for signal cross-sections. The cross sections are normalized to their

Standard Model prediction σSM .

and interpreted as probability density function p(βs) for the signal cross-section. To obtain

a measure of our a-priori sensitivity we perform Monte Carlo experiments based on the

signal cross-sections predicted by the Standard Model. For each experiment we calculate

the 95% C.L. upper limit. We define the median of all Monte Carlo experiments as our

sensitivity. We obtain σ95
apriori = 11.2 pb (β95

apriori = 5.6) for the t-channel, σ95
apriori = 12.1 pb

(β95
apriori = 13.7) for the s-channel and σ95

apriori = 13.6 pb (β95
apriori = 4.8) for the combined

search.

The resulting probability densities p(βs) for CDF II data are shown in Fig. 4. The

maxima of the probability densities give the most probable values for the cross-sections. The

maximum for the t-channel occurs at β = 0.0+2.4
−0.0, for the s-channel at β = 5.2+4.3

−4.3 and for the
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combined signal at β = 2.7+1.8
−1.7. The errors correspond to 1 σ confidence intervals. Since all

these results are compatible with zero, we set upper limits on the single-top production cross

section. To obtain the upper limit, we integrate the probability density from 0 to a value

β95 for which the integral is 0.95. We call β95 the upper limit on the single-top cross-section

at 95% confidence level (C.L.). For the t-channel we find an upper limit of 10.1 pb at 95%

C.L. for the t-channel cross-section (β95
t−ch = 5.1). For the s-channel we find an upper limit

of 13.6 pb at 95% C.L. (β95
s−ch = 15.4). For the combined search the upper limit is 17.8 pb

at 95% C.L. (β95
com = 6.1).

In summary, we could not establish evidence for electroweak single-top-quark production

in (162 ± 10) pb−1 of data recorded with the Collider Detector at Fermilab. We set upper

limits on the production cross-section, which are improved compared to previous Run I

limits [7, 8]. Our results are the first limits set on single top production in Run II of the

Tevatron, operating at a different center-of-mass energy. Another important aspect of our

analysis are technical improvements, i.e. improved Monte Carlo for single top events and a

fully Bayesian treatment of systematic errors in the likelihood function. These improvements

will be important parts of future analayses aiming at the discovery of single-top quark

production.
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